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Background

Can automobiles accurately

and quickly locate, classify

and segment instances in

real time?



5

CONTENT

1. Background

2. FASSST

3. Experiments



6

FASSST Framework

We design FASSST (Fast Attention-based Single-Stage Segmentation NeT) for real-time

instance segmentation. Using an instance attention module (IAM), FASSST quickly locates

target instances and segments with ROI feature fusion (RFF) aggregating ROI features from

pyramid mask layers.
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Working Flow

FASSST quickly locates target instances and 

segments ROIs by following steps:

➢ Step 1, 

➢ Step 2, 

➢ Step 3, 

➢ Step 4, get the final instance segmentation 

results S from R
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Visual Results

On COCO and CityScapes datasets, all existing instances can be located, classified and 

segmented precisely in real time.
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Accuracy Results

FASSST achieves competitive accuracy using more compact backbone (MobileNet-54-

V2) for the main network body.

➢ The average AP of FASSST on COCO reaches 34.2, which outperforms various state-

of-the-arts and is only slightly lower than Mask R-CNN and SOLO.
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Performance Results

➢ FASSST reaches 59.2FPS on COCO and is 5.7× faster than Mask R-CNN.

➢ Requires FLOPs (71.6G) and storage (36.3MB) on COCO, which are 3.8× and 6.7×
smaller than the Mask R-CNN.

➢ FASSST achieves 47.5FPS on CityScapes and 2.2× speedup YOLACT.

➢ Requires FLOPs (112.8G) and storage (41.3MB) on CityScapes, which are 1.9× and

4.6× smaller than YOLACT.
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Thank You!

Contact: Yuan Cheng

cyuan328@sjtu.edu.cn 


